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Abstract—In tradition our ID cards, and Password based Systegmbeen violated in forms of theft, robbery. In
order to overcome these causes the approach ic&dds the first step toward the design in the alegical
characterization using Face Recognition where systepending is based on the functionality feataféSO-
GUM. Face based recognition systems which has gestually used in many diverse applications platfoin
today’s society, starting from surveillance andessccontrol to the validation for banking actistieSo, in the
latter few years an increasing interest shown éngrformance and improvement of such systems edoumnd
to bemethodicalshared. The improvement of the fgslifor testing the performance of such system$ased
on the evaluation of recognition trustworthinesdeixes that are generally related to the chance faisa
positive and/or of a false negative. The featurexisacted from the obtained image caught fromBiwenetric.
In addition, compared with other technologies (ebgsed on iris, fingerprints, retinal scans), ERQuires a
lower degree of cooperation with respect to thgestlis recognized and hence it's been classifiefibbows.

Index term—Face recognition, face retrieval, Image classificat Insecurity Measurement, Canonical
correlation analysis, face marks.

1. INTRODUCTION preserving as much of the class discriminatory
information as possible. LDA makes use of

Human beings are very capable and good in . . P . '
recognizing faces and related patterns. The appro @rOJectlons of training images into a subspacendefi

of face detection and recognition in mobile phoass . y the fisher faces '.‘”O.W” as finerspace. Recogmmo
well as in Biometrics is not mean to produce thé® Performed by projecting a new face onto theefish

results as so far obtained in computers. [4][63It iSPace.
clear, the main problem that is been caused for the The purpose of this paper is to measure the

development of computer applications for mobiles gcertainty using FR algorithms as to be proposed.

concerning the usage of memory and CPU resourcé L2 )
in order to store the face models and the interatedi >'"¢® the availability of an uncertainty model veul

calculations purposes. Ensuring security caught @llow the effects of uncertainties to be quantified.
surveillance cameras included with face recognitiofP][8]In this way, the strategies thus used in ortie
system, Detecting theft children's by using thegesa minimize the effect for the main causes of uncatyai
received from the cameras fitted in public areasyhich also affect the system performance indeed, at
Knowing VIP’s entering the secured areasfirst the causes of uncertainty and systematic ®rror
Identifying criminals in public areas. The problemare identified through a suitable experimental
caused during identifying a person by taking arutnp sensitivity analysis, subsequently, and their infaee
image of the face captured in Biometric and maighing the variability of the processing algorithm autp
with the well-known face images in the Trainings gstimated.From the uncertainty point of viewthbo
Database is very hard to match. This is caused AJnfrinsic and extrinsic quantities are involved afhio

reason of illumination, Aging In case where €TO"%e is considered [1]. The previous results natural
like the false acceptance rate (FAR) that the ) P

probability in which the systems incorrectly accepf‘gmg’ or changes that may affect the face of an

unauthorized person and the false rejection regRjF ndividual such as expression, hairstyle, or bathe
authorized person. such as the face position with respect to the aicgui

camera, the lighting, and so on. All this variaili
Linear Discriminant Analysis (LDA) which is also 9enerates a clear risk in accepting a decisioncbase
called fisherface is an appearance-based technig®@y oOn a comparison between the measured
used for the dimensionality reduction and recorded Parameter without taking into account the related
great performance in face recognition.[7] This roeth Measurement uncertainty.
works on the same principle as the eigenface method
(PCA).it performs dimensionality reduction while
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effective results align to form mapping between two

Face and Iris Database multidimensional variables.[3][11]The Score level

Images fusion identification process is done, one by:
Representing the Face and lIris and Fusion of those

l components results in the similarity measure betwee

Nkt eate i e P the proble_m sample _and the galler.y. sample
processing canbedescribedbytheresidualbetweentheoriginalsampl
e and the reconstructed one.

Y
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and PCA Alsorithms swamy[3], describes the Score level fusion. The
B biometrics based personal authentication which is
considered as an effective technique for automtica
recognizing user data, with a large assurance for
person’s identity. The purpose of a multimodal
biometric systems is been introduced is to integrat
the indication presented by multiple biometric s@gr
and typically better recognition performance ecwoal
system based on a single biometric modality system.

¥

Classification and Matching

Fig. 1. Steps Involved in Biometric

2 LITERATURE SURVEY This paper proposes an authentication techniqua for
multimodal biometric system identification usingatw
Kyong I. Chang, KevinW. Bowyer, Patrick traits i.e. face and palmprint biometrics.

J.Flynn[1], describes about the Multimodal by 2@ an[13]Multimodal ~ biometric system is developed
3D Face recognition by comparing the 2D and 3mhrough fusion of face and palm print recognitidhe
face data for biometric recognition. The (PCA)canonical correlation analysis and Principle

approach hence forth which is been designegomponent Analysis (PCA) method are used to

- xtract the feature data.so it gives better perémee
separately for the purpose of 2D and 3D. Using th@noI better accuracy for both traits (face &

the_ certainity for weighted difference can be foun&lalmprint).but the palm-print biometrics data can
using the sum and mean valge for the qbta!neq 2D aﬁcquired is difficult so the recognition some time.

3D face images. Finally, this results in findinge th
Multimodal Rank-one recognition significantly. This  grendan F. Klare, Mark J. Burge, Joshua C.
study deals with face recognition using multipquontz, Richard W. Vorder Bruegge, and Anil K.
sensors (CCD and range finder). The Methods angin[4], describes about the study and influence of
Material involve:  gemographic on the performance of face recognition
2Dand3DFaceRecognitionUsingPCA, NormalizationA|goritth_ The analysis of the face are categdrise
DataCollection, Distance Metrics, and Data Fusiof, tg three types namely: Race, Gender, Age. These
results in experimental analysis of Original 2Defac analysis are done in order to find out whether the
versusprojected 2Dface and Single-modal biogpove three suits better for the demographic peoces
metricsversusmulti-modalbiometrics. Feature extraction generally relies on an offline
training stage that utilizes example data to learn

describes about the fusion of Face and lIris in rotole improved feature combinations.The several Face

improve the quality of the image. The Hierarchicarecogn't'on techniques _u_sed n th'_s process:
fusion scheme process in the low Quality image und omme_rglal Face ReCOQ”'“O“* Non-Trainable Fgce
uncontrolled  situation. [14][6] The CanonicalR€cOgNition, and Trainable Face Recognition
correlation Analysis (CCA), is adopted to constract Algorithms - Respectively. [12]The advantage are

statistical mapping in Face and Iris in pixel levEhe conce_rned for _the ”ea?( Iaczless to proc_essa and
original and the sparse representation level featursecumy' Operationally, this leads to a scenarndie

can be done with the help of the fusion procesg.ynamic face matcher

Finally, the Score level fusion for the Min_MaXselection,wheremultipIefacerecognitionalgorithmsare

normalization is made for the final decision. Tlieep available for a biometric. system Qperator to select
level and Score level fusion are processed for ﬂ%ased on the demographic information extracted from
evaluation of the Fusion of Face and Iris. Thé& problem image.

construction of the regression model between two Haiyuan Wu, Qian Chen, and Masahiko Yachida

data sets is done by considering its canonicgh) jjustrates the detection of face in color igea
correlation analysis (CCA) from its efficient andigchnique describing the Hair and Skin color

Xiaobo Zhang, Zhenan Sun, and Tieniu Tan[2]
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respectively. Also, the two models in order tads similar to the human eye. Thus, the obtainedgena
describe, extract and compare the skin color regiaa been extracted and obtained with the features
and hair color region with respective with Headextracted simultaneously. The Skin Color Distriloute
Shape Models.Thus the candidates are been deteckdddel (SCDM) is used for extracting the hair color
with the similar properties as like: Frontal viekeft model also called as (HCDM). Therefore the Feature
side view, Right side view. Detecting Skin and Haiextracted describes the resultant coordinates magfio
Color includes Perceptual Uniform Color (PUC)the image captured with illumination, Projection,
space. [7][5][6]Here the Skin and Hair representati Camera Pose angel.

Table1.Literature Survey Algorithmic Comparison

SNO METHODS MERITS DEMERITS APPLICATIONS
Principle Component It provides faster rate of efficiency in  Access make difficult Military zone, ID Card
1. Analysis (PCA). 2D than 3D. during training data base in  issue, Access Privilege.
use.
Canonical Correlation Improving its performance by good| Variation of face is large Security in Bio Systems,
2. Analysis (CCA). quality images under controlled when the appearance Government sectors.
environments change.
Principle Component Robustness of the person during Fails sometimes while Investigation purpose
3. Analysis (PCA) and authentication verifying the person (FBI, CBI)
Score level technigue
Local binary patterns Facial features are features that Doesn't give an Used in Biometric Systems|
4. (LBP), encode the structure and shape of the approximate o/p, since
Gabor features face, and are critical to Face time delay is more.
Recognition
Fuzzy pattern matching, Locating the face region. Noise, change of facial Security, ATM, purposes.
5. Finding Skin colour Detecting the facial features. Expression
Similarity.
2
3. RELATED WORK PSNR:lOlOng @)
For Recent past years we have seen a huge amount MSN

of evaluation in field of multi-biometrics. Hethis
section let begin with an overall introduction eisTheNormalized Cross-Correlation (NCC) is the

and face biometric methods techniquesapparently used for pattern matching, a
) process used for finding incidences of a pattern or

3.1. Performance Evaluation object within an image is done using:

Image Quality Measurement (IQM) is been studied as

a dynamic in the improvement of image processing _S(ab)ly(ab).Iy(X+a,a+b)

processes such as enhancement, deblurring, removing NCC JE(@b)l,(X+a,j+b) 3)

the noise. It is used to calculate the performarices

terms providing a good quality of managed imagr Normalized Absolute Error (NAE) is the diffecen
The Mean Square Error (MSE) and the Peak Signal iggnong the original and reconstructed image. The
Noise Ratio (PSNR) are the two important aspegfalue of NAE means that image obtained is of poor
considered in order to measure error metrics which quality is there by defined as:

used to compare image quality during compression.

The MSE signifies the growing error between the TX, 31X (a,b)-X(b)]

compressed and the original image, however PSNR NAE= SX_ SV X(ab)| (4)
denotes a portion of the peak error. The performanc st abmm

of PSNR, the block is done by using the firsg > Face and Iris Biometric Identification

equation: A Biometric is said to be Process or a
L Characteristics, where Process means the method of
MSE=_ %425 Xh=oll (@, b) — K(a, b)]? (1) recognizing an individual based on its behaviout an

characteristics is of physiological process donth wi
the automated recognition. Human beings find easy t

XandYare the number of rows and columns of the givelentify the familia}r faces easily. But to identifiie
input images, respectively. Additional, the bloblag unfamiliar faces it's been difficult. In order twaid

computes the Peak Signal to Noise Ratio using tpich convenience they introduced biometric for the
second equation: purpose of security.

3.3. Detection of Face
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The “eigenface” algorithm was represented byhree most significant principal components vaniagi
Turk and Pent. In the eigenface algorithm, a tragini (PCV) due to lighting can be reduced. And it hasrbe
set of face images is first aligned according to esomexperimentally verified in that discarding the fifsw
standard landmarks. Principal component analysfwincipal components seems to work reasonably well
(PCA) is then applied to the training set to extrac for images under variable lighting.
set of eigen-faces. The Face biometric which also ,
includes: Image Acquisition, Image Segmentation‘,l'z' Image Comparison Approach

Normalization, Feature Extraction and Matching. The statistical approaches based on image

These eigenfaces describe the primary directions gfmparison have been evaluated. The reviewed
variation in the training set. When a new prob&fac methods used different image representations and

obtained, it is first aligned with the training set. distance measures. The image representations
Dl ®C) NMASKs NMASK, | usedare: edge maps, derivatives of the gray level,

IMASK,NMASK, | ®) imagesfiltered with 2D Gabor like functions, and a

_ _ representation that combines a log function of the

3.4. Detection of Iris intensity with these representations. The different

The major tenders in this skill so far have been(?IIStance measures used arepoint wise distance,

substituting for passports in automated border. gional distance, affineGL (gray level) distariceal
o ; : ; ; g\,ﬁine GL distance and LOG point.
crossing; advancing security screening atairports,

controlling restriction to access areas; Children‘ésl'?"ClalSS Based Approach

Identification and Location Databases (CHILD). Thegy using Principal Component Analysis (PCA) as a
technology combines computer vision, patterfioo| for solving the parametric shape from shading
recognition, arithmetical inference, and opticss |tproblem to obtain the eigen head approximation of a
functions as the purpose in real-time, high conmfae reg| 3D head after training on about 300 laser rzedn
recognition of a person's identity by mathematicglange data of real human heads. Though the illgpose
analysis of the random patterns that are visibkhiwi gfg problem is transformed into a parametric
the iris of an eye from some distance. problemthey still assume constant albedo

Ci(A,B) = 55070 2 v,(D) + S0t 2 0 (D)(6)

4. PROPOSED WORK

The Problem that has been faced in Multi-model TRAME STITCHING

AND HISTOGRAM

Biometric both Face and Iris during the existing MaTCRING

premises in most systems are due to: 1) Illumimatio

cause 2) Pose problem cause. Recognition is carried
out by finding a local representation of the facial

appearance at each of the anchor points. The

EYE
DETECTION

representation scheme used here is a vector ofrGabo
wavelet responses. The pose problem is illustrated
where the same face appears differently due to

changes in viewing condition. These approaches can
be broadly divided into four types: heuristic metho = pures
including  discarding the leading principal .

IMAGES

components, Image comparison methods where

various image representations and distance measures [ s
are applied, Class based methods where multiple _
images of one face under a fixed pose but different

lighting conditions are available and Model based
approaches where 3D models are introduced.

FUSION
OF FACE
& EYE

EVE
DATABASE

OUTPUT ORGINAL
IMAGE

4.1. Heuristic Approach Fig. 2.System Architecture

To handle the clarificationcaused towards the

problem researchers have proposed 4. Model Based Approach
variousprocedures. Within the eigen-subspace

domain, it has been suggested that by discardiag th
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This method is an extension of the 2D lineaguantity of available training samples compareth&®
subspace method and hence needs three aligridithensionality of the sample space.
training images acquired under different lightings.
One drawback to using this method is that we need 15
more than three aligned images per person. More .,
recently a new method based on a quotient image has
been introduced. The advantage of this approach ove
existing similar approaches is that it only useralé
set of sample images. 0.05 0.1

Mask1l ®Vi(j) ®mVc(j) = Random texture

5. EXPERIMENTAL SETUP

This method is executed out on Matlab V 6.0 with Fig. 3.Demographic Evaluation

the hardware platform used during the experimen? Elasti ; .
. astic Bunch Graph Matching(EBGM):
was based on a Intel Core i3-2370M CPU @ 2.4 BGM relies on the concept that real face images

GHz processor, 4 GB of DDR3 RAM.. Camera or . L
: : : %ave many non-linear characteristics that are not
Biometric sensors is been used for the purpose to

acquire a good quality image. The face detectionca?rgdressed by the linear analysisMethods discussed
process an image of size 1280 x 1024 within 20es. TiSAiEr, such as variations in illumination (outdoo
facial feature detection takes about 15 s to latate lighting vs. indoor fluorescents), pose (standing

facial features in a face. The following paramder Performance DWT DCT
the given algorithm LDA and PDA for the e ';Aé;'i I5Re|‘f15 Fég(')fo ”;'506
performance is given in Table 2. NCC Ve 3265 > 002 504
— Seoro PSNR 48.10 48.10 40.45 43.79
arameter escription . . : .
(C, ® C,) | Overall performance of the face recogniion straight vs. leaning over) and expression(smile vs.
MASK, The face vector distance from the orgin frown).
MASK, The vector distance from the obtained Mgsk
ratio 60
C,(A,B) Finding out the distance from the point
v,.(j) Average distance from the Iris to the detector 50
v (i) Average length of the curve 40
Table 2.Parameters and Description 30
) ) 20
Table 3 shows the exact calculation of the obtaine 10
face image by Detecting the face and the Iris dista
and the value for the above is been discussed here. 0
NAE NCC PSNR
C1(AB) | MASK, | v,.(j) | v.(i) | Random texture
0.05 0.25 1.1 5.5 2.65
0.1 0.28 12| 105 3.55 DWT bcr
Table 3. Calculation to obtain texture Fig. 4.Training and Test Data
Table 4. Image Quality Measurement 7. CONCLUSION

6. PERFORMANCE ANALYSIS Thus the focused attention on the first step and

was a contribution toward the design of biometric
applications based on FR provided with self-
capability of evaluating the measurement uncenmaint
and then the results reliability according 1ISO-GUM.
Thus an original method for the uncertainty
evaluation in face based recognition system was

h In F|gur|e 3 where eachbblock repqesents SCI‘? esented. From the uncertainty point of view, the
there are large variances between classes, blet lith ohjem was split into two main serial steps: 1) is

variance within classes. When allocating with hig ropagation of extrinsic and intrinsic causes of

dimensional face data, this technique faces thdlsm ncertainty up to the score, which provided a leel
sample size unruly that arises where there aread Sm'similarity between the biometric parameters of the

The Performance evaluation of the following
Multi-Model face recognition algorithm is been
found:

1) Linear Discriminant Analysis(LDA):
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input image and each training image, the 2) is

Propagation of
classification

uncertainty up to the final

result.

for the measurement of the quantities of influeaicd

the second is analysis of the uncertainty propagati [15].

up to the final classification result.
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